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Given the increasing availability of panel datasets, software procedures to estimate non-linear

models for binary longitudinal data are becoming essential for microeconometric applica-

tions, especially because dynamic binary choice models lend themselves to an interpretation

in terms of true state dependence (Heckman, 1981a), i.e. an event in the past affects the

probability of the same event occurring in the future. These models have been employed in

several microeconomic fields: employment, more specifically female labour supply (Heckman

and Borjas, 1980; Hyslop, 1999; Carrasco, 2001; Arulampalam, 2002; Stewart, 2007; Keane

and Sauer, 2009), health (Contoyannis et al., 2004; Heiss, 2011; Halliday, 2008; Carro and

Traferri, 2012), poverty transitions (Cappellari and Jenkins, 2004; Biewen, 2009), unionised

workers (Stewart, 2006), product purchase behaviour (Wunder and Riphahn, 2014), welfare

participation (Wunder and Riphahn, 2014), remittances (Bettin and Lucchetti, 2012), and

credit constraints of both households (Brown et al., 2012; Giarda, 2013) and firms (Pigini

et al., 2014).

While static models are relatively mainstream and are supported by most of the sta-

tistical and econometric software, dynamic models are more complex to implement and,

therefore, estimation routines are not always readily available to the practitioner. Dealing

with unobserved heterogeneity in these models considerably complicates their estimation

compared to their static counterparts, as they raise several issues in terms of both the

modelling and computation.

The main modelling issue lies in the so-called “initial condition problem”, that is how

the outcome variable relates to the process before the observations started being available.

Random-Effects (RE henceforth) approaches “solve” the initial condition problem by mod-

elling the joint distribution of the outcomes for all occasions or the outcomes distributions

conditional on the initial value. Historically, the first proposal is due to Heckman (1981b)

who, building on the static RE estimator, proposed a model for the joint distribution for

the response variable yi = [yi1, . . . , yiT ], specifying a linearised reduced form equation for

the initial observation yi1. If the individual unobserved heterogeneity αi is assumed to be

normally distributed and error terms are assumed to be serially independent, the integral

over αi may be evaluated by means of Gauss–Hermite quadrature (Butler and Moffitt, 1982)

and model parameters can be estimated by Maximum Likelihood (ML). Generalisations of

Heckman’s estimator were proposed by Hyslop (1999), who introduced autoregressive error

terms, and Keane and Sauer (2009), who extended Hyslop (1999) to a model with a correla-

tion parameter for the autoregressive error terms and a distinct parameter for the correlation

with the initial condition error term. In these cases, multivariate normal integrals need to
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be evaluated by simulation techniques such as GHK (Geweke, 1989; Hajivassiliou and Mc-

Fadden, 1998; Keane, 1994) which allows for any arbitrary correlation structure among error

terms and unobserved heterogeneity.

Alternatively, Wooldridge (2005) proposed modelling the outcome distribution condi-

tional on the initial value of the response variable and on the history of covariates instead

of dealing with the joint distribution of all outcomes.1 Wooldrigde’s estimator employs

techniques for dealing with the initial observation problem in such a way that estimation

can be carried out through ordinary RE probit routines with the addition of some ad-hoc

explanatory variables.

The initial condition problem can be circumvented by employing a Fixed-Effects (FE)

approach which allows for consistent estimations of the regression parameters without mak-

ing distributional assumptions on the unobserved heterogeneity and the logistic distribution

hypothesis makes it possible to define a Conditional Maximum Likelihood (CML) estima-

tor. In the dynamic context, however, the FE approach has not become as popular as the

RE one in empirical works since it cannot be easily generalised to every time-configuration

of the panel and requires strong restrictions to the model specification. Moreover, these

models generally require that at least a transition between the states 0 and 1 is observed

for the individual to contribute to the likelihood. As a results, the number of usable obser-

vations often reduces drastically compared to the sample size, especially if there is a strong

persistence in the outcome of interest.

The first proposal of a FE logit model can be found in Chamberlain (1985): estima-

tion relies on conditional inference and, therefore, is rather simple to perform. Exogenous

covariates, however, cannot be included and the proposed sufficient statistic for incidental

parameters needs to be determined on a case-wise basis according to the time-series length.

Honoré and Kyriazidou (2000) extended Chamberlain’s formulation in order to include ex-

planatory variables; this approach, however, requires a non-negligible computational effort

due to the nonparametric evaluation of covariates distribution. In addition, time-dummies

have to be excluded form the model specification. Recently, Bartolucci and Nigro (2010)

defined a dynamic model which belongs to the quadratic exponential family and it has a

similar formulation to that of a dynamic logit model. The sufficient statistics for unobserved

heterogeneity parameters are the total scores for every time length of the panel series and

CML estimation can be implemented in software by a suitable modification of ordinary static

FE logit algorithms. Differently form Honoré and Kyriazidou (2000), time-dummies can be

included in the model specification. 2

In this work we present the gretl implementation of the available set of tools to esti-

mate dynamic models for binary panel data by both fixed- and random-effects approaches,

collected in the DPB function package. The random-effects models contained in DPB are

the dynamic probit with linearised initial condition proposed in Heckman (1981b) and the

generalisations by Hyslop (1999) and Keane and Sauer (2009). Compared to the available

estimators based on a RE approach, Heckman’s estimator is hardly biased in small samples

(Miranda, 2007) and widely used in microeconomic applications. Nevertheless, we also show

how to implement in gretl the estimator proposed by Wooldridge (2005) by means of the

available routine to estimate static RE probit and suitable panel data functions. DPB also

1Similar approaches have been proposed by Orme (1997, 2001) and Arulampalam and Stewart (2009)

which we refer to for a more detailed discussion.
2Also, there are estimators based on the FE approach for long panels (T → ∞) such as Hahn and Newey

(2004), Carro (2007), Fernández-Val (2009) Hahn and Kuersteiner (2011), Bartolucci et al. (2014).
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contains the software for the estimation of the quadratic exponential model in Bartolucci

and Nigro (2010), which has certain advantages compared to Honoré and Kyriazidou (2000),

namely no restrictions on time-varying covariates are needed. We provide a detailed illustra-

tion of the features of DPB and a thorough discussion of implementation and computational

issues. Finally, we provide an empirical application based on a dataset of unionised workers

extracted from the Panel Survey of Income Dynamics.
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